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系统管理指南：安全性服务

* [*Previous*: 第 21 章 规划 Kerberos 服务](https://docs.oracle.com/cd/E19253-01/819-7061/seamplan-1/index.html)
* [*Next*: 第 23 章 Kerberos 错误消息和疑难解答](https://docs.oracle.com/cd/E19253-01/819-7061/trouble-1/index.html)

**第 22 章 配置 Kerberos 服务（任务）**

本章介绍 KDC 服务器、网络应用程序服务器、NFS 服务器和 Kerberos 客户机的配置过程。其中许多过程都要求超级用户访问权限，因此这些过程应由系统管理员或高级用户来执行。本章还将介绍跨领域配置过程以及与 KDC 服务器相关的其他主题。

本章包含以下主题：

* [配置 Kerberos 服务（任务列表）](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbd/index.html)
* [配置 KDC 服务器](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbf/index.html)
* [配置跨领域验证](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbj/index.html)
* [配置 Kerberos 网络应用程序服务器](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbn/index.html)
* [配置 Kerberos NFS 服务器](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbq/index.html)
* [配置 Kerberos 客户机](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc1/index.html)
* [同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html)
* [交换主 KDC 和从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcc/index.html)
* [管理 Kerberos 数据库](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcg/index.html)
* [增强 Kerberos 服务器的安全性](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcv/index.html)

**配置 Kerberos 服务（任务列表）**

部分配置过程依赖于其他配置过程，且必须按特定顺序执行。这些过程通常会建立使用 Kerberos 服务所需的服务。其他过程不依赖于任何顺序，且可以在适当的情况下执行。以下任务列表给出了 Kerberos 安装的建议顺序。

| **任务** | **说明** | **参考** |
| --- | --- | --- |
| 1. 规划 Kerberos 安装。 | 在开始软件配置过程之前先解决配置问题。从长远来看，提前规划可以节省时间和其他资源。 | [第 21 章，规划 Kerberos 服务](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vas/index.html) |
| 2. （可选）安装 NTP。 | 配置网络时间协议 (Network Time Protocol, NTP) 软件或其他时钟同步协议。要使 Kerberos 服务正常工作，必须同步领域中所有系统的时钟。 | [同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html) |
| 3. 配置主 KDC 服务器。 | 配置并构建领域的主 KDC 服务器和数据库。 | [如何配置主 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbh/index.html) |
| 4. 配置从 KDC 服务器。 | 配置并构建领域的从 KDC 服务器。 | [如何配置从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbi/index.html) |
| 5. （可选）增强 KDC 服务器的安全性。 | 阻止对 KDC 服务器的安全性破坏。 | [如何限制对 KDC 服务器的访问](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vd2/index.html) |
| 6. （可选）配置可交换的 KDC 服务器。 | 使交换主 KDC 和从 KDC 的任务更容易执行。 | [如何配置可交换的从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vce/index.html) |

**配置其他 Kerberos 服务（任务列表）**

完成所需步骤之后，可以在适当的情况下执行以下过程。

| **任务** | **说明** | **参考** |
| --- | --- | --- |
| 配置跨领域验证。 | 启用领域之间的通信。 | [配置跨领域验证](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbj/index.html) |
| 配置 Kerberos 应用程序服务器。 | 使服务器支持使用 Kerberos 验证的服务，例如 ftp、telnet 和 rsh。 | [配置 Kerberos 网络应用程序服务器](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbn/index.html) |
| 配置 Kerberos 客户机。 | 使客户机使用 Kerberos 服务。 | [配置 Kerberos 客户机](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc1/index.html) |
| 配置 Kerberos NFS 服务器。 | 使服务器共享要求 Kerberos 验证的文件系统。 | [配置 Kerberos NFS 服务器](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbq/index.html) |
| 增强应用程序服务器的安全性。 | 通过只允许访问经过验证的事务来增强应用程序服务器的安全性。 | [如何仅启用基于 Kerberos 的应用程序](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vd1/index.html) |

**配置 KDC 服务器**

安装 Kerberos 软件后，必须配置 KDC 服务器。配置一个主 KDC 和至少一个从 KDC 以提供颁发凭证的服务。这些凭证是 Kerberos 服务的基础，因此在尝试其他任务之前必须安装 KDC。

主 KDC 和从 KDC 之间的最大差别是，只有主 KDC 可以处理数据库管理请求。例如，更改口令或添加新的主体必须在主 KDC 上完成。然后可以将这些更改传播到从 KDC。从 KDC 和主 KDC 都可生成凭证。此功能可在主 KDC 无法响应时提供冗余性。
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在此过程中，将配置增量传播。此外，还将使用以下配置参数：

* 领域名称 = EXAMPLE.COM
* DNS 域名 = example.com
* 主 KDC = kdc1.example.com
* admin 主体 = kws/admin
* 联机帮助 URL = http://denver:8888/ab2/coll.384.1/SEAM/@AB2PageView/6956

**注 –**

调整该 URL 以指向“SEAM Administration Tool”部分，如[SEAM Administration Tool 中的联机帮助 URL](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vba/index.html)中所述。

**开始之前**

此过程要求 DNS 必须正在运行。有关此主 KDC 是否可交换的特定命名说明，请参见[交换主 KDC 和从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcc/index.html)。

1. 成为主 KDC 的超级用户。
2. 编辑 Kerberos 配置文件 (krb5.conf)。

需要更改领域名称和服务器名称。有关此文件的完整说明，请参见 [krb5.conf(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufn/index.html) 手册页。

|  |
| --- |
| kdc1 # **cat /etc/krb5/krb5.conf**  [libdefaults]  default\_realm = **EXAMPLE.COM**  [realms]  **EXAMPLE.COM** = {  kdc = **kdc1.example.com**  admin\_server = **kdc1.example.com**    }  [domain\_realm]  **.example.com = EXAMPLE.COM**  #  # if the domain name and realm name are equivalent,  # this entry is not needed  #  [logging]  default = FILE:/var/krb5/kdc.log  kdc = FILE:/var/krb5/kdc.log  [appdefaults]  gkadmin = {  help\_url = **http://denver:8888/ab2/coll.384.1/SEAM/@AB2PageView/6956**  } |

在此示例中，更改了 default\_realm、kdc 和 admin\_server 行以及所有 domain\_realm 项。此外，还编辑了定义 help\_url 的行。

**注 –**

如果要限制加密类型，可以设置 default\_tkt\_enctypes 或 default\_tgs\_enctypes 行。有关限制加密类型涉及的问题的说明，请参阅[使用 Kerberos 加密类型](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2ver/index.html)。

1. 编辑 KDC 配置文件 (kdc.conf )。

需要更改领域名称。有关此文件的完整说明，请参见 [kdc.conf(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufl/index.html) 手册页。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kdc.conf**  [kdcdefaults]  kdc\_ports = 88,750  [realms]  **EXAMPLE.COM**= {  profile = /etc/krb5/krb5.conf  database\_name = /var/krb5/principal  admin\_keytab = /etc/krb5/kadm5.keytab  acl\_file = /etc/krb5/kadm5.acl  kadmind\_port = 749  max\_life = 8h 0m 0s  max\_renewable\_life = 7d 0h 0m 0s  **sunw\_dbprop\_enable = true**  **sunw\_dbprop\_master\_ulogsize = 1000** } |

在此示例中，更改了 realms 部分中的领域名称定义。此外，在 realms 部分中，添加了用于启用增量传播和选择主 KDC 将保留在日志中的更新数的行。

**注 –**

如果需要限制加密类型，可以设置 permitted\_enctypes、supported\_enctypes 或 master\_key\_type 行。有关限制加密类型涉及的问题的说明，请参阅[使用 Kerberos 加密类型](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2ver/index.html)。

1. 使用 kdb5\_util 命令创建 KDC 数据库。

kdb5\_util 命令创建 KDC 数据库。此外，与 **-s** 选项一起使用时，此命令会在启动 kadmind 和 krb5kdc 守护进程之前，创建一个用于向自己验证 KDC 的存储文件。

|  |
| --- |
| kdc1 # **/usr/sbin/kdb5\_util create -r EXAMPLE.COM -s**  Initializing database '/var/krb5/principal' for realm 'EXAMPLE.COM'  master key name 'K/M@EXAMPLE.COM'  You will be prompted for the database Master Password.  It is important that you NOT FORGET this password.  Enter KDC database master key: *<Type the key>*  Re-enter KDC database master key to verify: *<Type it again>* |

如果领域名称与服务器的名称空间中的域名相同，则无需后跟领域名称的 **-r** 选项。

1. 编辑 Kerberos 访问控制列表文件 (kadm5.acl)。

填充后，/etc/krb5/kadm5.acl 文件应包含允许管理 KDC 的所有主体名称。

|  |
| --- |
| kws/admin@EXAMPLE.COM \* |

通过该项，EXAMPLE.COM 领域中的 kws/admin 主体可以修改 KDC 中的主体或策略。缺省安装包括用于匹配所有 admin 主体的星号 (\*)。此缺省安装可能会存在安全风险，因此更安全的方法是包括所有 admin 主体的列表。有关更多信息，请参见 [kadm5.acl(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufk/index.html) 手册页。

1. 启动 kadmin.local 命令并添加主体。

接下来的子步骤创建 Kerberos 服务使用的主体。

|  |
| --- |
| kdc1 # **/usr/sbin/kadmin.local**  kadmin.local: |

* 1. 向数据库中添加管理主体。

可以根据需要添加任意数量的 admin 主体。要完成 KDC 配置过程，必须至少添加一个 admin 主体。对于此示例，将添加一个 kws/admin 主体。可以将 "kws" 替换为相应的主体名称。

|  |
| --- |
| kadmin.local: **addprinc kws/admin**  Enter password for principal kws/admin@EXAMPLE.COM:*<Type the password>*  Re-enter password for principal kws/admin@EXAMPLE.COM: *<Type it again>*  Principal "kws/admin@EXAMPLE.COM" created.  kadmin.local: |

* 1. 创建 kiprop 主体。

kiprop 主体用于授权来自主 KDC 的更新。

|  |
| --- |
| kadmin.local: **addprinc -randkey kiprop/kdc1.example.com**  Principal "kiprop/kdc1.example.com@EXAMPLE.COM" created.  kadmin.local: |

* 1. 为 kadmind 服务创建密钥表文件。

此命令序列创建包含 kadmin 和 changepw 的主体项的特殊密钥表文件。kadmind 服务需要使用这些主体。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin.local: **ktadd -k /etc/krb5/kadm5.keytab kadmin/kdc1.example.com**  Entry for principal kadmin/kdc1.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kadmin/kdc1.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kadmin/kdc1.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kadmin/kdc1.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  kadmin.local: **ktadd -k /etc/krb5/kadm5.keytab changepw/kdc1.example.com**  EEntry for principal changepw/kdc1.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal changepw/kdc1.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal changepw/kdc1.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal changepw/kdc1.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  kadmin.local: **ktadd -k /etc/krb5/kadm5.keytab kadmin/changepw**  Entry for principal kadmin/changepw with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kadmin/changepw with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kadmin/changepw with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kadmin/changepw with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  kadmin.local: |

* 1. 将主 KDC 服务器的 kiprop 主体添加到 kadmind 密钥表文件中。

通过将 kiprop 主体添加到 kadm5.keytab 文件中，kadmind 命令可以在启动增量传播时对其自身进行验证。

|  |
| --- |
| kadmin.local: **ktadd -k /etc/krb5/kadm5.keytab kiprop/kdc1.example.com**  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  kadmin.local: |

* 1. 退出 kadmin.local。

已经添加了接下来的步骤所需的所有主体。

|  |
| --- |
| kadmin.local: **quit** |

1. 启动 Kerberos 守护进程。

|  |
| --- |
| kdc1 # **svcadm enable -r network/security/krb5kdc**  kdc1 # **svcadm enable -r network/security/kadmin** |

1. 启动 kadmin 并添加更多主体。

此时，可以使用 SEAM Administration Tool 添加主体。为此，必须使用此过程前面创建的一个 admin 主体名称登录。但是，为简单起见，给出了以下命令行示例。

|  |
| --- |
| kdc1 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 创建主 KDC host 主体。

基于 Kerberos 的应用程序（例如 klist 和 kprop）将使用主机主体。Solaris 10 客户机在挂载经过验证的 NFS 文件系统时将使用此主体。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin: **addprinc -randkey host/kdc1.example.com**  Principal "host/kdc1.example.com@EXAMPLE.COM" created.  kadmin: |

* 1. （可选的）创建 kclient 主体。

安装 Kerberos 客户机过程中 kclient 实用程序将使用此主体。如果不打算使用此实用程序，则无需添加该主体。kclient 实用程序的用户需要使用此口令。

|  |
| --- |
| kadmin: **addprinc clntconfig/admin**  Enter password for principal clntconfig/admin@EXAMPLE.COM:*<Type the password>*  Re-enter password for principal clntconfig/admin@EXAMPLE.COM: *<Type it again>*  Principal "clntconfig/admin@EXAMPLE.COM" created.  kadmin: |

* 1. 将主 KDC 的 host 主体添加到主 KDC 的密钥表文件中。

通过将主机主体添加到密钥表文件中，可以自动使用此主体。

|  |
| --- |
| kadmin: **ktadd host/kdc1.example.com**  Entry for principal host/kdc1.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc1.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc1.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc1.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: **quit** |

1. （可选的）使用 NTP 或其他时钟同步机制同步主 KDC 时钟。

安装和使用网络时间协议 (Network Time Protocol, NTP) 并非必需。但是，要成功验证，每个时钟都必须处于 krb5.conf 文件的 libdefaults 部分中定义的缺省时间内。有关 NTP 的信息，请参见[同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html)。

1. 配置从 KDC。

要提供冗余性，请确保至少安装一个从 KDC。有关特定说明，请参见[如何配置从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbi/index.html)。
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在此过程中，将配置一个名为 kdc2 的新从 KDC。此外，还将配置增量传播。此过程使用以下配置参数：

* 领域名称 = EXAMPLE.COM
* DNS 域名 = example.com
* 主 KDC = kdc1.example.com
* 从 KDC = kdc2.example.com
* admin 主体 = kws/admin
* 联机帮助 URL = http://denver:8888/ab2/coll.384.1/SEAM/@AB2PageView/6956

**注 –**

调整该 URL 以指向“SEAM Administration Tool”部分，如[SEAM Administration Tool 中的联机帮助 URL](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vba/index.html)中所述。

**开始之前**

必须配置主 KDC。有关此从 KDC 是否可交换的特定说明，请参见[交换主 KDC 和从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcc/index.html)。

1. 在主 KDC 上，成为超级用户。
2. 在主 KDC 上，启动 kadmin。

必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。

|  |
| --- |
| kdc1 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 在主 KDC 上，将从主机主体添加到数据库中（如果尚未执行此操作）。

要使从 KDC 正常工作，该从 KDC 必须具有主机主体。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin: **addprinc -randkey host/kdc2.example.com**  Principal "host/kdc2@EXAMPLE.COM" created.  kadmin: |

* 1. 在主 KDC 上，创建 kiprop 主体。

kiprop 主体用于授权来自主 KDC 的增量传播。

|  |
| --- |
| kadmin: **addprinc -randkey kiprop/kdc2.example.com**  Principal "kiprop/kdc2.example.com@EXAMPLE.COM" created.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: **quit** |

1. 在主 KDC 上，编辑 Kerberos 配置文件 (krb5.conf)。

需要添加每个从 KDC 的项。有关此文件的完整说明，请参见 [krb5.conf(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufn/index.html) 手册页。

|  |
| --- |
| kdc1 # **cat /etc/krb5/krb5.conf**  .  .  [realms]  EXAMPLE.COM = {  kdc = kdc1.example.com  **kdc = kdc2.example.com**  admin\_server = kdc1.example.com  } |

1. 在主 KDC 上，将 kiprop 项添加到 kadm5.acl 中。

通过此项，主 KDC 可以接收对 kdc2 服务器的增量传播请求。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kadm5.acl**  \*/admin@EXAMPLE.COM \*  **kiprop/kdc2.example.com@EXAMPLE.COM p** |

1. 在主 KDC 上，重新启动 kadmind 以使用 kadm5.acl 文件中的新项。

|  |
| --- |
| kdc1 # **svcadm restart network/security/kadmin** |

1. 在所有从 KDC 上，复制主 KDC 服务器的 KDC 管理文件。

由于主 KDC 服务器已更新每台 KDC 服务器所需的信息，因此需要在所有从 KDC 上执行此步骤。可以使用 ftp 或类似的传送机制从主 KDC 获取以下文件的副本：

* 1. /etc/krb5/krb5.conf
  2. /etc/krb5/kdc.conf

1. 在所有从 KDC 上，将主 KDC 和每个从 KDC 的项添加到数据库传播配置文件 kpropd.acl 中。

需要更新所有从 KDC 服务器上的此信息。

|  |
| --- |
| kdc2 # **cat /etc/krb5/kpropd.acl**  host/kdc1.example.com@EXAMPLE.COM  host/kdc2.example.com@EXAMPLE.COM |

1. 在所有从 KDC 上，请确保未填充 Kerberos 访问控制列表文件 kadm5.acl。

未修改的 kadm5.acl 文件如下所示：

|  |
| --- |
| kdc2 # **cat /etc/krb5/kadm5.acl**  \*/admin@\_\_\_default\_realm\_\_\_ \* |

如果此文件中包含 kiprop 项，请删除它们。

1. 在新的从 KDC 上，更改 kdc.conf 中的项。

将 sunw\_dbprop\_master\_ulogsize 项替换为定义 sunw\_dbprop\_slave\_poll 的项。该项将轮询时间设置为 2 分钟。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kdc.conf**  [kdcdefaults]  kdc\_ports = 88,750  [realms]  EXAMPLE.COM= {  profile = /etc/krb5/krb5.conf  database\_name = /var/krb5/principal  admin\_keytab = /etc/krb5/kadm5.keytab  acl\_file = /etc/krb5/kadm5.acl  kadmind\_port = 749  max\_life = 8h 0m 0s  max\_renewable\_life = 7d 0h 0m 0s  sunw\_dbprop\_enable = true  **sunw\_dbprop\_slave\_poll = 2m**  } |

1. 在新的从 KDC 上，启动 kadmin 命令。

必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。

|  |
| --- |
| kdc2 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 使用 kadmin 将从 KDC 的主机主体添加到从 KDC 的密钥表文件中。

此项可使 kprop 和其他基于 Kerberos 的应用程序正常工作。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin: **ktadd host/kdc2.example.com**  Entry for principal host/kdc2.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc2.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc2.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc2.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 将 kiprop 主体添加到从 KDC 的密钥表文件中。

通过将 kiprop 主体添加到 krb5.keytab 文件中，kpropd 命令可以在启动增量传播时对其自身进行验证。

|  |
| --- |
| kadmin: **ktadd kiprop/kdc2.example.com**  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: quit |

1. 在新的从 KDC 上，启动 Kerberos 传播守护进程。

|  |
| --- |
| kdc2 # **/usr/lib/krb5/kpropd** |

1. 在新的从 KDC 上，使用 kdb5\_util 创建一个存储文件。

|  |
| --- |
| kdc2 # **/usr/sbin/kdb5\_util stash**  kdb5\_util: Cannot find/read stored master key while reading master key  kdb5\_util: Warning: proceeding without master key  Enter KDC database master key: *<Type the key>* |

1. 中止 Kerberos 传播守护进程。

|  |
| --- |
| kdc2 # **pkill kpropd** |

1. （可选的）在新的从 KDC 上，使用 NTP 或其他时钟同步机制同步主 KDC 时钟。

安装和使用网络时间协议 (Network Time Protocol, NTP) 并非必需。但是，要成功验证，每个时钟必须处于 krb5.conf 文件的 libdefaults 部分中定义的缺省时间内。有关 NTP 的信息，请参见[同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html)。

1. 在新的从 KDC 上，启动 KDC 守护进程 (krb5kdc)。

启用 krb5kdc 服务时，如果系统配置为从 KDC，则还将启动 kpropd。

|  |
| --- |
| kdc2 # **svcadm enable network/security/krb5kdc** |

**配置跨领域验证**

有几种方法可以将各个领域链接在一起，从而可以在一个领域中验证另一个领域中的用户。通常，跨领域验证通过在两个领域之间建立共享私钥来实现。领域之间的关系可以是分层关系或直接关系（请参见[领域分层结构](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vav/index.html#planning-29)）。

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)如何建立分层跨领域验证**

此过程中的示例使用 ENG.EAST.EXAMPLE.COM 和 EAST.EXAMPLE.COM 两个领域。将按两个方向建立跨领域验证。必须在两个领域的主 KDC 上完成此过程。

**开始之前**

必须配置每个领域的主 KDC。要完全测试验证过程，必须安装多个客户机或从 KDC。

1. 成为第一个主 KDC 的超级用户。
2. 为两个领域创建票证授予票证服务主体。

必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。

|  |
| --- |
| # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: **addprinc krbtgt/ENG.EAST.EXAMPLE.COM@EAST.EXAMPLE.COM**  Enter password for principal krgtgt/ENG.EAST.EXAMPLE.COM@EAST.EXAMPLE.COM: *<Type password>*  kadmin: **addprinc krbtgt/EAST.EXAMPLE.COM@ENG.EAST.EXAMPLE.COM**  Enter password for principal krgtgt/EAST.EXAMPLE.COM@ENG.EAST.EXAMPLE.COM: *<Type password>*  kadmin: **quit** |

**注 –**

在两个 KDC 中为每个服务主体指定的口令必须相同。因此，服务主体 krbtgt/ENG.EAST.EXAMPLE.COM@EAST.EXAMPLE.COM 的口令在两个领域中一定相同。

1. 将相应项添加到 Kerberos 配置文件 (krb5.conf) 中以定义每个领域的域名。

|  |
| --- |
| # **cat /etc/krb5/krb5.conf**  [libdefaults]  .  .  [domain\_realm]  **.eng.east.example.com = ENG.EAST.EXAMPLE.COM**  **.east.example.com = EAST.EXAMPLE.COM** |

1. 在此示例中，定义了 ENG.EAST.EXAMPLE.COM 和 EAST.EXAMPLE.COM 领域的域名。由于会从上向下搜索文件，因此先包含子域非常重要。
2. 将 Kerberos 配置文件复制到此领域中的所有客户机。

要使跨领域验证正常工作，所有系统（包括从 KDC 和其他服务器）必须安装 Kerberos 配置文件 (/etc/krb5/krb5.conf) 的新版本。

1. 在第二个领域中重复以上所有步骤。
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此过程中的示例使用 ENG.EAST.EXAMPLE.COM 和 SALES.WEST.EXAMPLE.COM 两个领域。将按两个方向建立跨领域验证。必须在两个领域的主 KDC 上完成此过程。

**开始之前**

必须配置每个领域的主 KDC。要完全测试验证过程，必须安装多个客户机或从 KDC。

1. 成为一台主 KDC 服务器的超级用户。
2. 为两个领域创建票证授予票证服务主体。

必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。

|  |
| --- |
| # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: **addprinc krbtgt/ENG.EAST.EXAMPLE.COM@SALES.WEST.EXAMPLE.COM**  Enter password for principal  krgtgt/ENG.EAST.EXAMPLE.COM@SALES.WEST.EXAMPLE.COM: *<Type the password>*  kadmin: **addprinc krbtgt/SALES.WEST.EXAMPLE.COM@ENG.EAST.EXAMPLE.COM**  Enter password for principal  krgtgt/SALES.WEST.EXAMPLE.COM@ENG.EAST.EXAMPLE.COM: *<Type the password>*  kadmin: **quit** |

**注 –**

在两个 KDC 中为每个服务主体指定的口令必须相同。因此，服务主体 krbtgt/ENG.EAST.EXAMPLE.COM@SALES.WEST.EXAMPLE.COM 的口令在两个领域中一定相同。

1. 在 Kerberos 配置文件中添加相应的项以定义指向远程领域的直接路径。

此示例显示了 ENG.EAST.EXAMPLE.COM 领域中的客户机。可能需要交换领域名称以获取 SALES.WEST.EXAMPLE.COM 领域中相应的定义。

|  |
| --- |
| # **cat /etc/krb5/krb5.conf**  [libdefaults]  .  .  **[capaths]**  **ENG.EAST.EXAMPLE.COM = {**  **SALES.WEST.EXAMPLE.COM = .**  **}**  **SALES.WEST.EXAMPLE.COM = {**  **ENG.EAST.EXAMPLE.COM = .**  **}** |

1. 将 Kerberos 配置文件复制到当前领域中的所有客户机。

要使跨领域验证正常工作，所有系统（包括从 KDC 和其他服务器）必须安装 Kerberos 配置文件 (/etc/krb5/krb5.conf) 的新版本。

1. 对第二个领域重复以上所有步骤。

**配置 Kerberos 网络应用程序服务器**

网络应用程序服务器是使用以下一个或多个网络应用程序提供访问的主机：ftp、rcp、rlogin、rsh 和 telnet。要在服务器上启用这些命令的 Kerberos 版本，只需执行几个步骤。
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此过程使用以下配置参数：

* 应用程序服务器 = boston
* admin 主体 = kws/admin
* DNS 域名 = example.com
* 领域名称 = EXAMPLE.COM

**开始之前**

此过程要求已配置主 KDC。要完全测试该过程，必须安装多个客户机。

1. 安装 Kerberos 客户机软件。
2. （可选的）安装 NTP 客户机或其他时钟同步机制。

有关 NTP 的信息，请参见[同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html)。

1. 为新服务器添加主体并更新该服务器的密钥表。

以下命令报告是否存在主机主体：

|  |
| --- |
| boston # **klist -k |grep host**  4 host/boston.example.com@EXAMPLE.COM  4 host/boston.example.com@EXAMPLE.COM  4 host/boston.example.com@EXAMPLE.COM  4 host/boston.example.com@EXAMPLE.COM |

如果此命令未返回主体，则可以使用以下步骤创建新主体。

有关如何使用 SEAM Administration Tool 添加主体的说明将在[如何创建新的 Kerberos 主体](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vdn/index.html)中介绍。以下步骤中的示例说明如何使用命令行添加所需的主体。必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。

|  |
| --- |
| boston # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 创建服务器的 host 主体。

|  |
| --- |
| kadmin: **addprinc -randkey host/boston.example.com**  Principal "host/boston.example.com" created.  kadmin: |

* 1. 将服务器的 host 主体添加到服务器的密钥表中。

如果未运行 kadmin 命令，请使用以下类似命令重新启动该命令： /usr/sbin/kadmin -p *kws*/admin

|  |
| --- |
| kadmin: **ktadd host/boston.example.com**  Entry for principal host/boston.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/boston.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/boston.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/boston.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: **quit** |

**配置 Kerberos NFS 服务器**

NFS 服务可以使用 UNIX 用户 ID (user ID, UID) 标识用户，但不能直接使用 GSS 凭证。要将凭证转换为 UID，可能需要创建将用户凭证映射到 UNIX UID 的凭证表。有关缺省凭证映射的更多信息，请参见[将 GSS 凭证映射到 UNIX 凭证](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vb4/index.html)。本节中的过程重点介绍配置 Kerberos NFS 服务器、管理凭证表以及对已挂载 NFS 的文件系统启动 Kerberos 安全模式所需的任务。以下任务列表说明了本节中所包含的任务。

表 22–1 配置 Kerberos NFS 服务器（任务列表）

| **任务** | **说明** | **参考** |
| --- | --- | --- |
| 配置 Kerberos NFS 服务器。 | 使服务器共享要求 Kerberos 验证的文件系统。 | [如何配置 Kerberos NFS 服务器](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbs/index.html) |
| 创建凭证表。 | 在缺省映射不满足要求的情况下，生成可用于提供从 GSS 凭证到 UNIX 用户 ID 的映射的凭证表。 | [如何创建凭证表](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbt/index.html) |
| 更改将用户凭证映射到 UNIX UID 的凭证表。 | 更新凭证表中的信息。 | [如何向凭证表中添加单个项](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbu/index.html) |
| 在两个类似领域之间创建凭证映射。 | 在多个领域共享同一个口令文件的情况下，提供有关如何将 UID 从一个领域映射到另一个领域的说明。 | [如何提供各领域之间的凭证映射](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbv/index.html) |
| 使用 Kerberos 验证共享文件系统。 | 使用安全模式共享文件系统，以便要求 Kerberos 验证。 | [如何使用多种 Kerberos 安全模式设置安全的 NFS 环境](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc0/index.html) |
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在此过程中，将使用以下配置参数：

* 领域名称 = EXAMPLE.COM
* DNS 域名 = example.com
* NFS 服务器 = denver.example.com
* admin 主体 = kws/admin

1. 完成配置 Kerberos NFS 服务器的先决条件。

必须配置主 KDC。要完全测试此过程，需要多个客户机。

1. （可选的）安装 NTP 客户机或其他时钟同步机制。

安装和使用网络时间协议 (Network Time Protocol, NTP) 并非必需。但是，要成功验证，每个时钟必须处于 krb5.conf 文件的 libdefaults 部分中定义的缺省时间内。有关 NTP 的信息，请参见[同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html)。

1. 启动 kadmin。

可以使用 SEAM Administration Tool 添加主体，如[如何创建新的 Kerberos 主体](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vdn/index.html)中所述。为此，必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。不过，以下示例说明如何使用命令行添加所需的主体。

|  |
| --- |
| denver # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 创建服务器的 NFS 服务主体。

请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

对系统上可能用于访问 NFS 数据的每个唯一接口重复此步骤。如果主机有多个接口具有唯一名称，则每个唯一名称必须具有自己的 NFS 服务主体。

|  |
| --- |
| kadmin: **addprinc -randkey nfs/denver.example.com**  Principal "nfs/denver.example.com" created.  kadmin: |

* 1. 将服务器的 NFS 服务主体添加到服务器的密钥表文件中。

对[步骤 a](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbs/index.html#seamtask-step-388) 中创建的每个唯一服务主体重复此步骤。

|  |
| --- |
| kadmin: **ktadd nfs/denver.example.com**  Entry for principal nfs/denver.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal nfs/denver.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal nfs denver.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal nfs/denver.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: **quit** |

1. （可选的）如果需要，可创建特殊 GSS 凭证映射。

通常，Kerberos 服务在 GSS 凭证和 UNIX UID 之间生成相应的映射。缺省映射在[将 GSS 凭证映射到 UNIX 凭证](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vb4/index.html)中介绍。如果缺省映射不满足要求，请参见[如何创建凭证表](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbt/index.html)以获取更多信息。

1. 使用 Kerberos 安全模式共享 NFS 文件系统。

有关更多信息，请参见[如何使用多种 Kerberos 安全模式设置安全的 NFS 环境](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc0/index.html)。
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NFS 服务器使用 gsscred 凭证表将 Kerberos 凭证映射到 UID。对于从使用 Kerberos 验证的 NFS 服务器挂载文件系统的 NFS 客户机，如果缺省映射不满足要求，则必须创建此表。

1. 编辑 /etc/gss/gsscred.conf 并更改安全机制。

将机制更改为 files。

1. 使用 gsscred 命令创建凭证表。

|  |
| --- |
| # **gsscred -m kerberos\_v5 -a** |

1. gsscred 命令从 /etc/nsswitch.conf 文件的 passwd 项列出的所有源中收集信息。如果希望凭证表中不包括本地口令项，则可能需要临时删除 files 项。有关更多信息，请参见 [gsscred(1M)](https://docs.oracle.com/docs/cd/E19253-01/816-5166/6mbb1kq2g/index.html) 手册页。
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**开始之前**

此过程要求已在 NFS 服务器上创建 gsscred 表。有关说明，请参见[如何创建凭证表](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbt/index.html)。

1. 成为 NFS 服务器上的超级用户。
2. 使用 gsscred 命令向凭证表中添加项。

|  |
| --- |
| # **gsscred -m *mech* [ -n *name* [ -u *uid* ]] -a** |

1. *mech*
2. 定义要使用的安全机制。
3. *name*
4. 定义用户的主体名称，如 KDC 中所定义。
5. *uid*
6. 定义用户的 UID，如口令数据库中所定义。
7. **-a**
8. 向主体名称映射中添加 UID。

**示例 22–1 向凭证表中添加多组成部分主体**

在以下示例中，将添加名为 sandy/admin 的主体的项，该主体映射到 UID 3736。

|  |
| --- |
| # **gsscred -m kerberos\_v5 -n sandy/admin -u 3736 -a** |

**示例 22–2 向凭证表中添加其他域中的主体**

在以下示例中，将添加名为 sandy/admin@EXAMPLE.COM 的主体的项，该主体映射到 UID 3736。

|  |
| --- |
| # **gsscred -m kerberos\_v5 -n sandy/admin@EXAMPLE.COM -u 3736 -a** |
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此过程在使用相同口令文件的领域之间提供相应的凭证映射。在此示例中，领域 CORP.EXAMPLE.COM 和 SALES.EXAMPLE.COM 使用相同的口令文件。bob@CORP.EXAMPLE.COM 和 bob@SALES.EXAMPLE.COM 的凭证映射到相同的 UID。

1. 成为超级用户。
2. 在客户机系统上，向 krb5.conf 文件中添加项。

|  |
| --- |
| # **cat /etc/krb5/krb5.conf**  [libdefaults]  **default\_realm = CORP.EXAMPLE.COM**  .  **[realms]**  **CORP.EXAMPLE.COM = {**  .  **auth\_to\_local\_realm = SALES.EXAMPLE.COM**  .  } |

**故障排除**

有关对凭证映射问题进行疑难解答的过程的帮助，请参见[观察从 GSS 凭证到 UNIX 凭证的映射](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vd6/index.html#fabaf)。

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)如何使用多种 Kerberos 安全模式设置安全的 NFS 环境**

通过此过程，NFS 服务器可以使用不同的安全模式或特性提供安全的 NFS 访问。客户机与 NFS 服务器协商安全特性时，将使用该客户机有权访问的服务器所提供的第一种特性。此特性用于 NFS 服务器共享的文件系统的所有后续客户机请求。

1. 成为 NFS 服务器上的超级用户。
2. 验证在密钥表文件中是否存在 NFS 服务主体。

klist 命令报告是否存在密钥表文件并显示主体。如果结果显示不存在密钥表文件或者不存在 NFS 服务主体，则需要验证是否已完成[如何配置 Kerberos NFS 服务器](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbs/index.html)中的所有步骤。

|  |
| --- |
| # **klist -k**  Keytab name: FILE:/etc/krb5/krb5.keytab  KVNO Principal  ---- ---------------------------------------------------------  3 nfs/denver.example.com@EXAMPLE.COM  3 nfs/denver.example.com@EXAMPLE.COM  3 nfs/denver.example.com@EXAMPLE.COM  3 nfs/denver.example.com@EXAMPLE.COM |

1. 在 /etc/nfssec.conf 文件中启用 Kerberos 安全模式。

编辑 /etc/nfssec.conf 文件并删除位于 Kerberos 安全模式前面的 "#"。

|  |
| --- |
| # **cat /etc/nfssec.conf**  .  .  #  # Uncomment the following lines to use Kerberos V5 with NFS  #  krb5 390003 kerberos\_v5 default - # RPCSEC\_GSS  krb5i 390004 kerberos\_v5 default integrity # RPCSEC\_GSS  krb5p 390005 kerberos\_v5 default privacy # RPCSEC\_GSS |

1. 编辑 /etc/dfs/dfstab 文件，并将带有所需安全模式的 **sec=** 选项添加到相应的项中。

|  |
| --- |
| **share -F nfs -o sec=*mode* *file\_system*** |

1. *mode*
2. 指定共享文件系统时要使用的安全模式。使用多种安全模式时，会将列表中的第一种模式用作缺省模式。
3. *file\_system*
4. 定义要共享的文件系统的路径。
5. 尝试从指定的文件系统访问文件的所有客户机都要求 Kerberos 验证。要访问文件，应验证 NFS 客户机上的用户主体。
6. 请确保服务器上正在运行 NFS 服务。

如果此命令是您所启动的第一个 share 命令或 share 命令集，则 NFS 守护进程可能未运行。以下命令将重新启动该守护进程：

|  |
| --- |
| # **svcadm restart network/nfs/server** |

1. （可选的）如果使用的是自动挂载程序，请编辑 auto\_master 数据库以选择非缺省安全模式。

如果不使用自动挂载程序访问文件系统或者安全模式的缺省选择可接受，则无需执行此过程。

|  |
| --- |
| *file\_system* auto\_home -nosuid,sec=*mode* |

1. （可选的）使用非缺省模式手动发布用于访问文件系统的 mount 命令。

或者，可以使用 mount 命令指定安全模式，但此替代方法不会利用自动挂载程序。

|  |
| --- |
| # **mount -F nfs -o sec=*mode* *file\_system*** |

**示例 22–3 使用一种 Kerberos 安全模式共享文件系统**

在此示例中，dfstab 文件行表明：在通过 NFS 服务访问任何文件之前，必须先成功完成 Kerberos 验证。

|  |
| --- |
| # **grep krb /etc/dfs/dfstab**  share -F nfs -o sec=krb5 /export/home |

**示例 22–4 使用多种 Kerberos 安全模式共享文件系统**

在此示例中，选择了所有三种 Kerberos 安全模式。如果发出挂载请求时未指定任何安全模式，则将在所有 NFS V3 客户机中使用列出的第一种模式（在此例中为 krb5）。有关更多信息，请参见 [nfssec(5)](https://docs.oracle.com/docs/cd/E19253-01/816-5175/6mbba7f21/index.html) 手册页。

|  |
| --- |
| # **grep krb /etc/dfs/dfstab**  share -F nfs -o sec=krb5:krb5i:krb5p /export/home |

**配置 Kerberos 客户机**

Kerberos 客户机是网络上需要使用 Kerberos 服务的任何主机（不是 KDC 服务器）。本节介绍有关安装 Kerberos 客户机的过程以及使用 root 验证以挂载 NFS 文件系统的特定信息。

**配置 Kerberos 客户机（任务列表）**

以下任务列表包括有关设置 Kerberos 客户机的所有过程。每行都包括任务说明（说明执行该项任务的原因）以及指向该任务的链接。

| **任务** | **说明** | **参考** |
| --- | --- | --- |
| 建立 Kerberos 客户机安装配置文件。 | 生成可用于自动安装 Kerberos 客户机的客户机安装配置文件。 | [如何创建 Kerberos 客户机安装配置文件](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc4/index.html) |
| 配置 Kerberos 客户机。 | 手动安装 Kerberos 客户机。如果每台客户机安装要求唯一的安装参数，请使用此过程。 | [如何手动配置 Kerberos 客户机](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc7/index.html) |
|  | 自动安装 Kerberos 客户机。如果每台客户机的安装参数都相同，请使用此过程。 | [如何自动配置 Kerberos 客户机](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc5/index.html) |
|  | 交互式安装 Kerberos 客户机。如果仅需要更改一些安装参数，请使用此过程。 | [如何交互配置 Kerberos 客户机](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc6/index.html) |
| 允许客户机以 root 用户身份访问 NFS 文件系统。 | 在客户机上创建 root 主体，以便客户机可以挂载使用 root 访问权限共享的 NFS 文件系统。此外，允许为客户机设置对 NFS 文件系统的非交互 root 访问权限，以便可以运行 cron 作业。 | [如何以 root 用户身份访问受 Kerberos 保护的 NFS 文件系统](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc8/index.html) |
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此过程创建可在安装 Kerberos 客户机时使用的 kclient 配置文件。使用 kclient 配置文件，可降低出现键入错误的可能性。此外，与交互式过程相比，使用该配置文件可以减少用户干预。

1. 成为超级用户。
2. 创建 kclient 安装配置文件。

kclient 配置文件样例与以下内容类似：

|  |
| --- |
| client# **cat /net/kdc1.example.com/export/install/profile**  REALM EXAMPLE.COM  KDC kdc1.example.com  ADMIN clntconfig  FILEPATH /net/kdc1.example.com/export/install/krb5.conf  NFS 1  DNSLOOKUP none |
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**开始之前**

此过程使用安装配置文件。请参见[如何创建 Kerberos 客户机安装配置文件](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc4/index.html)。

1. 成为超级用户。
2. 运行 kclient 安装脚本。

要完成此过程，需要提供 clntconfig 主体的口令。

|  |
| --- |
| client# **/usr/sbin/kclient -p /net/kdc1.example.com/export/install/krb5.conf**  Starting client setup  ---------------------------------------------------  kdc1.example.com  Setting up /etc/krb5/krb5.conf.  Obtaining TGT for clntconfig/admin ...  Password for clntconfig/admin@EXAMPLE.COM: *<Type the password>*  nfs/client.example.com entry ADDED to KDC database.  nfs/client.example.com entry ADDED to keytab.  host/client.example.com entry ADDED to KDC database.  host/client.example.com entry ADDED to keytab.  Copied /net/kdc1.example.com/export/clientinstall/krb5.conf.  ---------------------------------------------------  Setup COMPLETE.  client# |

**示例 22–5 使用命令行覆盖项自动配置 Kerberos 客户机**

以下示例将覆盖在安装配置文件中设置的 DNSARG 和 KDC 参数。

|  |
| --- |
| # **/usr/sbin/kclient -p /net/kdc1.example.com/export/install/krb5.conf**\  **-d dns\_fallback -k kdc2.example.com**  Starting client setup  ---------------------------------------------------  kdc1.example.com  Setting up /etc/krb5/krb5.conf.  Obtaining TGT for clntconfig/admin ...  Password for clntconfig/admin@EXAMPLE.COM: *<Type the password>*  nfs/client.example.com entry ADDED to KDC database.  nfs/client.example.com entry ADDED to keytab.  host/client.example.com entry ADDED to KDC database.  host/client.example.com entry ADDED to keytab.  Copied /net/kdc1.example.com/export/install/krb5.conf.  ---------------------------------------------------  Setup COMPLETE.  client# |
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此过程使用 kclient 安装实用程序而不是使用安装配置文件。

1. 成为超级用户。
2. 运行 kclient 安装脚本。

需要提供以下信息：

* + Kerberos 领域名称
  + 主 KDC 主机名
  + 管理主体名称
  + 管理主体的口令

**示例 22–6 运行 kclient 安装实用程序**

以下输出给出了运行 kclient 命令的结果。

|  |
| --- |
| client# **/usr/sbin/kclient**  Starting client setup  ---------------------------------------------------  Do you want to use DNS for kerberos lookups ? [y/n]: **n**  No action performed.  Enter the Kerberos realm: **EXAMPLE.COM**  Specify the KDC hostname for the above realm: kdc1.example.com  Setting up /etc/krb5/krb5.conf.  Enter the krb5 administrative principal to be used: **clntconfig/admin**  Obtaining TGT for clntconfig/admin ...  Password for clntconfig/admin@EXAMPLE.COM: *<Type the password>*  Do you plan on doing Kerberized nfs ? [y/n]: **n**  host/client.example.com entry ADDED to KDC database.  host/client.example.com entry ADDED to keytab.  Do you want to copy over the master krb5.conf file ? [y/n]: **y**  Enter the pathname of the file to be copied: \  **/net/kdc1.example.com/export/install/krb5.conf**  Copied /net/kdc1.example.com/export/install/krb5.conf.  ---------------------------------------------------  Setup COMPLETE !  # |
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在此过程中，将使用以下配置参数：

* 领域名称 = EXAMPLE.COM
* DNS 域名 = example.com
* 主 KDC = kdc1.example.com
* 从 KDC = kdc2.example.com
* 客户机 = client.example.com
* admin 主体 = kws/admin
* 用户主体 = mre
* 联机帮助 URL = http://denver:8888/ab2/coll.384.1/SEAM/@AB2PageView/6956

**注 –**

调整该 URL 以指向“SEAM Administration Tool”部分，如[SEAM Administration Tool 中的联机帮助 URL](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vba/index.html)中所述。

1. 成为超级用户。
2. 编辑 Kerberos 配置文件 ( krb5.conf)。

要从 Kerberos 缺省版本更改该文件，需要更改领域名称和服务器名称。您还需要标识 gkadmin 帮助文件的路径。

|  |
| --- |
| kdc1 # **cat /etc/krb5/krb5.conf**  [libdefaults]  default\_realm = **EXAMPLE.COM**  [realms]  **EXAMPLE.COM** = {  **kdc = kdc1.example.com**  **kdc = kdc2.example.com**  admin\_server = **kdc1.example.com**  }  [domain\_realm]  **.example.com = EXAMPLE.COM**  #  # if the domain name and realm name are equivalent,  # this entry is not needed  #  [logging]  default = FILE:/var/krb5/kdc.log  kdc = FILE:/var/krb5/kdc.log  [appdefaults]  gkadmin = {  help\_url = **http://denver:8888/ab2/coll.384.1/SEAM/@AB2PageView/6956** |

**注 –**

如果要限制加密类型，可以设置 default\_tkt\_enctypes 或 default\_tgs\_enctypes 行。有关限制加密类型涉及的问题的说明，请参阅[使用 Kerberos 加密类型](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2ver/index.html)。

1. （可选的）更改用于定位 KDC 的过程。

缺省情况下，使用主机和域名到 kerberos 领域的映射定位 KDC。可以通过将 dns\_lookup\_kdc、dns\_lookup\_realm 或 dns\_fallback 添加到 krb5.conf 文件的 libdefaults 部分来更改此行为。有关更多信息，请参见 [krb5.conf(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufn/index.html) 手册页。

1. （可选的）使用 NTP 或其他时钟同步机制将客户机时钟与主 KDC 时钟同步。

安装和使用网络时间协议 (Network Time Protocol, NTP) 并非必需。但是，要成功验证，每个时钟必须处于 krb5.conf 文件的 libdefaults 部分中定义的缺省时间内。有关 NTP 的信息，请参见[同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html)。

1. 启动 kadmin。

可以使用 SEAM Administration Tool 添加主体，如[如何创建新的 Kerberos 主体](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vdn/index.html)中所述。为此，必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。不过，以下示例说明如何使用命令行添加所需的主体。

|  |
| --- |
| denver # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. （可选的）如果不存在用户主体，请创建用户主体。

仅当尚未对与此主机关联的用户指定主体时，才需要创建用户主体。

|  |
| --- |
| kadmin: **addprinc mre**  Enter password for principal mre@EXAMPLE.COM: *<Type the password>*  Re-enter password for principal mre@EXAMPLE.COM: *<Type it again>*  kadmin: |

* 1. （可选的）创建 root 主体。

如果客户机不要求对使用 NFS 服务挂载的远程文件系统拥有 root 访问权限，则可以跳过此步骤。为了避免创建领域范围的 root 主体，root 主体应是由两个部分组成的主体（第二个组成部分为 Kerberos 客户机系统的主机名）。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin: **addprinc -randkey root/client.example.com**  Principal "root/client.example.com" created.  kadmin: |

* 1. 创建 host 主体。

host 主体用于验证应用程序。

|  |
| --- |
| kadmin: **addprinc -randkey host/denver.example.com**  Principal "host/denver.example.com@EXAMPLE.COM" created.  kadmin: |

* 1. （可选的）将服务器的 NFS 服务主体添加到服务器的密钥表文件中。

仅当客户机需要使用 Kerberos 验证访问 NFS 文件系统时，才需要执行此步骤。

|  |
| --- |
| kadmin: **ktadd nfs/denver.example.com**  Entry for principal nfs/denver.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal nfs/denver.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal nfs/denver.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal nfs/denver.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. （可选的）将 root 主体添加到服务器的密钥表文件中。

如果添加了 root 主体，则必须执行此步骤，以便客户机对使用 NFS 服务挂载的文件系统拥有 root 访问权限。如果需要非交互 root 访问权限（例如，以 root 身份运行 cron 作业），也必须执行此步骤。

|  |
| --- |
| kadmin: **ktadd root/client.example.com**  Entry for principal root/client.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal root/client.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal root/client.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal root/client.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 将 host 主体添加到服务器的密钥表文件中。

|  |
| --- |
| kadmin: **ktadd host/denver.example.com**  Entry for principal host/denver.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/denver.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/denver.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/denver.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: **quit** |

1. （可选的）要在 NFS 上使用 Kerberos，请在 /etc/nfssec.conf 文件中启用 Kerberos 安全模式。

编辑 /etc/nfssec.conf 文件并删除位于 Kerberos 安全模式前面的 "#"。

|  |
| --- |
| # **cat /etc/nfssec.conf**  .  .  #  # Uncomment the following lines to use Kerberos V5 with NFS  #  krb5 390003 kerberos\_v5 default - # RPCSEC\_GSS  krb5i 390004 kerberos\_v5 default integrity # RPCSEC\_GSS  krb5p 390005 kerberos\_v5 default privacy # RPCSEC\_GSS |

1. 如果希望客户机自动更新 TGT 或者向用户发出有关 Kerberos 票证失效的警告，请在 /etc/krb5/warn.conf 文件中创建相应的项。

有关更多信息，请参见 [warn.conf(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ukr/index.html) 手册页。

**示例 22–7 使用非 Kerberos KDC 设置 Kerberos 客户机**

可以设置 Kerberos 客户机，使其与非 Kerberos KDC 协同工作。在此情况下，必须在 realms 部分的 /etc/krb5/krb5.conf 文件中包括一行。该行更改客户机与 Kerberos 口令更改服务器通信时要使用的协议。该行的格式如下：

|  |
| --- |
| [realms]  EXAMPLE.COM = {  kdc = kdc1.example.com  kdc = kdc2.example.com  admin\_server = kdc1.example.com  **kpasswd\_protocol = SET\_CHANGE**  } |

**示例 22–8 主机和域名到 Kerberos 领域的映射的 DNS TXT 记录**

|  |
| --- |
| @ IN SOA kdc1.example.com root.kdc1.example.com (  1989020501 ;serial  10800 ;refresh  3600 ;retry  3600000 ;expire  86400 ) ;minimum  IN NS kdc1.example.com.  kdc1 IN A 192.146.86.20  kdc2 IN A 192.146.86.21  \_kerberos.example.com. IN TXT "EXAMPLE.COM"  \_kerberos.kdc1.example.com. IN TXT "EXAMPLE.COM"  \_kerberos.kdc2.example.com. IN TXT "EXAMPLE.COM" |

**示例 22–9 Kerberos 服务器位置的 DNS SRV 记录**

此示例定义主 KDC、admin 服务器和 kpasswd 服务器的位置记录。

|  |
| --- |
| @ IN SOA kdc1.example.com root.kdc1.example.com (  1989020501 ;serial  10800 ;refresh  3600 ;retry  3600000 ;expire  86400 ) ;minimum  IN NS kdc1.example.com.  kdc1 IN A 192.146.86.20  kdc2 IN A 192.146.86.21  \_kerberos.\_udp.EXAMPLE.COM IN SRV 0 0 88 kdc1.example.com  \_kerberos-adm.\_udp.EXAMPLE.COM IN SRV 0 0 749 kdc1.example.com  \_kpasswd.\_udp.EXAMPLE.COM IN SRV 0 0 749 kdc1.example.com |

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)如何以 root 用户身份访问受 Kerberos 保护的 NFS 文件系统**

通过此过程，客户机可以使用 root ID 权限访问要求 Kerberos 验证的 NFS 文件系统。特别是，可以访问使用以下选项共享的 NFS 文件系统：**-o** sec=krb5,root=client1.sun.com。

1. 成为超级用户。
2. 启动 kadmin。

可以使用 SEAM Administration Tool 添加主体，如[如何创建新的 Kerberos 主体](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vdn/index.html)中所述。为此，必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。不过，以下示例说明如何使用命令行添加所需的主体。

|  |
| --- |
| denver # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 为 NFS 客户机创建 root 主体。

此主体用于对要求 Kerberos 验证的已挂载 NFS 的文件系统提供 root 等效访问权限。为了避免创建领域范围的 root 主体，root 主体应是由两个部分组成的主体（第二个组成部分为 Kerberos 客户机系统的主机名）。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin: **addprinc -randkey root/client.example.com**  Principal "root/client.example.com" created.  kadmin: |

* 1. 将 root 主体添加到服务器的密钥表文件中。

如果添加了 root 主体，则必须执行此步骤，以便客户机对使用 NFS 服务挂载的文件系统拥有 root 访问权限。如果需要非交互 root 访问权限（例如，以 root 身份运行 cron 作业），也必须执行此步骤。

|  |
| --- |
| kadmin: **ktadd root/client.example.com**  Entry for principal root/client.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal root/client.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal root/client.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal root/client.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: **quit** |

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)在 Kerberos 领域中配置用户自动迁移**

没有 Kerberos 主体的用户可以自动迁移到现有 Kerberos 领域。通过将 pam\_krb5\_migrate 模块堆叠在 /etc/pam.conf 的服务验证栈中，可以通过正在使用的服务的 PAM 框架实现迁移。

在此示例中，将配置 rlogin 和 other PAM 服务名称以使用自动迁移。将使用以下配置参数：

* 领域名称 = EXAMPLE.COM
* 主 KDC = kdc1.example.com
* 承载迁移服务的计算机 = server1.example.com
* 迁移服务主体 = host/server1.example.com

**开始之前**

将 server1 设置为 EXAMPLE.COM 领域的 Kerberos 客户机。有关更多信息，请参见[配置 Kerberos 客户机](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vc1/index.html)。

1. 检查是否存在 server1 的主机服务主体。

server1 的 keytab 文件中的主机服务主体用于向主 KDC 验证该服务器。

|  |
| --- |
| server1 # **klist -k**  Keytab name: FILE:/etc/krb5/krb5.keytab  KVNO Principal  ---- ------------------------------------------------  3 host/server1.example.com@EXAMPLE.COM  3 host/server1.example.com@EXAMPLE.COM  3 host/server1.example.com@EXAMPLE.COM  3 host/server1.example.com@EXAMPLE.COM |

1. 对 PAM 配置文件进行更改。

将 pam\_krb5\_migrate PAM 模块添加到 rlogin 和 other 服务名称的验证栈中。系统将自动为使用 rlogin、telnet 或 ssh 而不具有 Kerberos 主体的用户创建主体。

|  |
| --- |
| # **cat /etc/pam.conf**  .  .  #  # rlogin service (explicit because of pam\_rhost\_auth)  #  rlogin auth sufficient pam\_rhosts\_auth.so.1  rlogin auth requisite pam\_authtok\_get.so.1  rlogin auth required pam\_dhkeys.so.1  rlogin auth required pam\_unix\_cred.so.1  rlogin auth required pam\_unix\_auth.so.1  rlogin auth sufficient pam\_krb5.so.1  **rlogin auth optional pam\_krb5\_migrate.so.1**  #  .  .  #  # Default definitions for Authentication management  # Used when service name is not explicitly mentioned for authentication  #  other auth requisite pam\_authtok\_get.so.1  other auth required pam\_dhkeys.so.1  other auth required pam\_unix\_cred.so.1  other auth required pam\_unix\_auth.so.1  other auth sufficient pam\_krb5.so.1  **other auth optional pam\_krb5\_migrate.so.1** |

1. （可选的）如果需要，可强制立即更改口令。

可以将新建 Kerberos 帐户的口令失效时间设置为当前时间（现在），以便强制立即更改 Kerberos 口令。要将失效时间设置为当前时间，请将 **expire\_pw** 选项添加到使用 pam\_krb5\_migrate 模块的行中。有关更多信息，请参见 [pam\_krb5\_migrate(5)](https://docs.oracle.com/docs/cd/E19253-01/816-5175/6mbba7f2c/index.html) 手册页。

|  |
| --- |
| # **cat /etc/pam.conf**  .  .  **rlogin auth optional pam\_krb5\_migrate.so.1 expire\_pw**  #  .  .  **other auth optional pam\_krb5\_migrate.so.1 expire\_pw** |

1. 在主 KDC 上，更新访问控制文件。

以下项将为所有用户（root 用户除外）授予对 host/server1.example.com 服务主体的迁移和查询权限。务必注意，不应使用 U 权限迁移 kadm5.acl 文件中列出的用户。这些项必须位于允许所有用户或 ui 项之前。有关更多信息，请参见 [kadm5.acl(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufk/index.html) 手册页。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kadm5.acl**  host/server1.example.com@EXAMPLE.COM U root  host/server1.example.com@EXAMPLE.COM ui \*  \*/admin@EXAMPLE.COM \* |

1. 在主 KDC 上，重新启动 Kerberos 管理守护进程。

通过此步骤，kadmind 守护进程可以使用新的 kadm5.acl 项。

|  |
| --- |
| kdc1 # **svcadm restart network/security/kadmin** |

1. 在主 KDC 上，向 pam.conf 文件中添加项。

通过以下项，kadmind 守护进程可以使用 k5migrate PAM 服务来验证需要迁移的帐户的 UNIX 用户口令。

|  |
| --- |
| # **grep k5migrate /etc/pam.conf**  k5migrate auth required pam\_unix\_auth.so.1  k5migrate account required pam\_unix\_account.so.1 |

**同步 KDC 和 Kerberos 客户机的时钟**

所有参与 Kerberos 验证系统的主机都必须在指定的最长时间（称为**时钟相位差**）内同步其内部时钟。针对这一要求，需要进行另一种 Kerberos 安全检查。如果任意两台参与主机之间的时间偏差超过了时钟相位差，则客户机请求会被拒绝。

时钟相位差还确定应用程序服务器必须跟踪所有 Kerberos 协议消息的时间长度，以便识别和拒绝重放的请求。因此，时钟相位差的值越大，应用程序服务器必须收集的信息就越多。

时钟相位差的最大缺省值为 300 秒（5 分钟）。可以在 krb5.conf 文件的 libdefaults 部分中更改此缺省值。

**注 –**

出于安全原因，不要将时钟相位差增大到超过 300 秒。

由于维护 KDC 和 Kerberos 客户机之间的同步时钟非常重要，因此应使用网络时间协议 (Network Time Protocol, NTP) 软件同步这些时钟。从 Solaris 2.6 发行版开始，Solaris 软件中提供了由美国特拉华大学开发的 NTP 公用软件。

**注 –**

同步时钟的另一种方法是使用 rdate 命令和 cron 作业（一种比使用 NTP 参与性更小的过程）。但是，本节重点介绍如何使用 NTP。并且，如果使用网络来同步时钟，时钟同步协议本身必须是安全的。

通过 NTP，可以在网络环境中管理准确时间或网络时钟同步，或者同时管理这两者。 本质上，NTP 是一种服务器/客户机实现。可以选择一个系统（NTP 服务器）作为主时钟。然后，设置所有其他系统（NTP 客户机），使这些系统的时钟与主时钟同步。

为了同步时钟，NTP 使用 xntpd 守护进程，该守护进程设置并维护 UNIX 系统时间，使其与 Internet 标准时间服务器的时间保持一致。以下给出了此服务器/客户机 NTP 实现的示例。

**图 22–1 使用 NTP 同步时钟**
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确保 KDC 和 Kerberos 客户机保持时钟同步涉及以下步骤的实现：

1. 在网络上设置 NTP 服务器。此服务器可以是除主 KDC 之外的任何系统。要了解 NTP 服务器任务，请参见[*《系统管理指南：网络服务》*中的*“管理网络时间协议（任务）”*](https://docs.oracle.com/docs/cd/E19253-01/819-7059/6n91h5tti/index.html)。
2. 在网络上配置 KDC 和 Kerberos 客户机时，将它们设置为 NTP 服务器的 NTP 客户机。要了解 NTP 客户机任务，请参见[*《系统管理指南：网络服务》*中的*“管理网络时间协议（任务）”*](https://docs.oracle.com/docs/cd/E19253-01/819-7059/6n91h5tti/index.html)。

**交换主 KDC 和从 KDC**

使用本节中的过程可以更容易地将主 KDC 与从 KDC 进行交换。仅当主 KDC 服务器由于某种原因出现故障时，或者需要重新安装主 KDC（例如，由于安装了新硬件）时，才应将主 KDC 与从 KDC 进行交换。

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)如何配置可交换的从 KDC**

在希望其可以成为主 KDC 的从 KDC 服务器上执行此过程。此过程假定将使用增量传播。

1. 在安装 KDC 过程中使用主 KDC 和可交换从 KDC 的别名。

定义 KDC 的主机名时，请确保 DNS 中包括每个系统的别名。此外，在 /etc/krb5/krb5.conf 文件中定义主机时也应使用别名。

1. 逐步完成从 KDC 安装。

在进行任何交换之前，在该领域中此服务器的作用应与任何其他从 KDC 相同。有关说明，请参见[如何配置从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbi/index.html)。

1. 移动主 KDC 命令

要禁止从该从 KDC 运行主 KDC 命令，请将 kprop、kadmind 和 kadmin.local 命令移到一个保留位置。

|  |
| --- |
| kdc4 # **mv /usr/lib/krb5/kprop /usr/lib/krb5/kprop.save**  kdc4 # **mv /usr/lib/krb5/kadmind /usr/lib/krb5/kadmind.save**  kdc4 # **mv /usr/sbin/kadmin.local /usr/sbin/kadmin.local.save** |
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在此过程中，要交换出的主 KDC 服务器名为 kdc1。将成为新的主 KDC 的从 KDC 名为 kdc4。此过程假定将使用增量传播。

**开始之前**

此过程要求已将该从 KDC 服务器设置为可交换的从 KDC。有关更多信息，请参见[如何配置可交换的从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vce/index.html)。

1. 在新的主 KDC 上，启动 kadmin。

|  |
| --- |
| kdc4 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 为 kadmind 服务创建新的主体。

以下示例中的第一个 addprinc 命令显示为两行，但实际上该命令应在同一行中键入。

|  |
| --- |
| kadmin: **addprinc -randkey -allow\_tgs\_req +password\_changing\_service -clearpolicy \**  **changepw/kdc4.example.com**  Principal "changepw/kdc4.example.com@ENG.SUN.COM" created.  kadmin: **addprinc -randkey -allow\_tgs\_req -clearpolicy kadmin/kdc4.example.com**  Principal "kadmin/kdc4.example.com@EXAMPLE.COM" created.  kadmin: |

* 1. 创建密钥表文件。

|  |
| --- |
| kadmin: **ktadd -k /etc/krb5/kadm5.keytab kadmin/kdc4.example.com**  Entry for principal kadmin/kdc4.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kadmin/kdc4.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kadmin/kdc4.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kadmin/kdc4.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: **ktadd -k /etc/krb5/kadm5.keytab changepw/kdc4.example.com**  Entry for principal changepw/kdc4.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal changepw/kdc4.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal changepw/kdc4.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal changepw/kdc4.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: **quit** |

1. 在新的主 KDC 上，强制执行同步。

以下步骤将在从服务器上强制执行完全 KDC 更新。

|  |
| --- |
| kdc4 # **svcadm disable network/security/krb5kdc**  kdc4 # **rm /var/krb5/principal.ulog**  kdc4 # **svcadm enable network/security/krb5kdc** |

1. 在新的主 KDC 上，清除更新日志。

以下步骤将重新初始化新的主 KDC 服务器的更新日志。

|  |
| --- |
| kdc4 # **svcadm disable network/security/krb5kdc**  kdc4 # **rm /var/krb5/principal.ulog** |

1. 在旧的主 KDC 上，中止 kadmind 和 krb5kdc 进程。

中止 kadmind 进程后，可防止对 KDC 数据库进行任何更改。

|  |
| --- |
| kdc1 # **svcadm disable network/security/kadmin**  kdc1 # **svcadm disable network/security/krb5kdc** |

1. 在旧的主 KDC 上，指定请求传播的轮询时间。

将 /etc/krb5/kdc.conf 中的 sunw\_dbprop\_master\_ulogsize 项替换为定义 sunw\_dbprop\_slave\_poll 的项。该项将轮询时间设置为 2 分钟。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kdc.conf**  [kdcdefaults]  kdc\_ports = 88,750  [realms]  EXAMPLE.COM= {  profile = /etc/krb5/krb5.conf  database\_name = /var/krb5/principal  admin\_keytab = /etc/krb5/kadm5.keytab  acl\_file = /etc/krb5/kadm5.acl  kadmind\_port = 749  max\_life = 8h 0m 0s  max\_renewable\_life = 7d 0h 0m 0s  sunw\_dbprop\_enable = true  **sunw\_dbprop\_slave\_poll = 2m**  } |

1. 在旧的主 KDC 上，移动主 KDC 命令和 kadm5.acl 文件。

要禁止运行主 KDC 命令，请将 kprop、kadmind 和 kadmin.local 命令移到一个保留位置。

|  |
| --- |
| kdc1 # **mv /usr/lib/krb5/kprop /usr/lib/krb5/kprop.save**  kdc1 # **mv /usr/lib/krb5/kadmind /usr/lib/krb5/kadmind.save**  kdc1 # **mv /usr/sbin/kadmin.local /usr/sbin/kadmin.local.save**  kdc1 # **mv /etc/krb5/kadm5.acl /etc/krb5/kadm5.acl.save** |

1. 在 DNS 服务器上，更改主 KDC 的别名。

要更改服务器，请编辑 example.com 区域文件并更改 masterkdc 的项。

|  |
| --- |
| masterkdc IN CNAME kdc4 |

1. 在 DNS 服务器上，重新启动 Internet 域名服务器。

运行以下命令以重新装入新的别名信息：

|  |
| --- |
| # **svcadm refresh network/dns/server** |

1. 在新的主 KDC 上，移动主 KDC 命令和从 kpropd.acl 文件。

|  |
| --- |
| kdc4 # **mv /usr/lib/krb5/kprop.save /usr/lib/krb5/kprop**  kdc4 # **mv /usr/lib/krb5/kadmind.save /usr/lib/krb5/kadmind**  kdc4 # **mv /usr/sbin/kadmin.local.save /usr/sbin/kadmin.local**  kdc4 # **mv /etc/krb5/kpropd.acl /etc/krb5/kpropd.acl.save** |

1. 在新的主 KDC 上，创建 Kerberos 访问控制列表文件 (kadm5.acl)。

填充后，/etc/krb5/kadm5.acl 文件应包含允许管理 KDC 的所有主体名称。该文件还应列出请求增量传播的所有从 KDC。有关更多信息，请参见 [kadm5.acl(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufk/index.html) 手册页。

|  |
| --- |
| kdc4 # **cat /etc/krb5/krb5.acl**  **kws/admin@EXAMPLE.COM \***  **kiprop/kdc1.example.com@EXAMPLE.COM p** |

1. 在新的主 KDC 上的 kdc.conf 文件中，指定更新日志大小。

将 sunw\_dbprop\_slave\_poll 项替换为定义 sunw\_dbprop\_master\_ulogsize 的项。该项将日志大小设置为 1000 项。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kdc.conf**  [kdcdefaults]  kdc\_ports = 88,750  [realms]  EXAMPLE.COM= {  profile = /etc/krb5/krb5.conf  database\_name = /var/krb5/principal  admin\_keytab = /etc/krb5/kadm5.keytab  acl\_file = /etc/krb5/kadm5.acl  kadmind\_port = 749  max\_life = 8h 0m 0s  max\_renewable\_life = 7d 0h 0m 0s  sunw\_dbprop\_enable = true  **sunw\_dbprop\_master\_ulogsize = 1000**  } |

1. 在新的主 KDC 上，将 kiprop 主体添加到 kadmind 密钥表文件中。

|  |
| --- |
| kdc4 # **kadmin.local**  kadmin.local: **ktadd -k /etc/krb5/kadm5.keytab kiprop/kdc4.example.com**  Entry for principal kiprop/kdc4.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc4.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc4.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc4.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  kadmin.local: **quit** |

1. 在新的主 KDC 上，启动 kadmind 和 krb5kdc。

|  |
| --- |
| kdc4 # **svcadm enable network/security/krb5kdc**  kdc4 # **svcadm enable network/security/kadmin** |

1. 在旧的主 KDC 上，添加 kiprop 服务主体。

通过将 kiprop 主体添加到 krb5.keytab 文件中，kpropd 守护进程可以对其自身进行增量传播服务验证。

|  |
| --- |
| kdc1 # **/usr/sbin/kadmin -p kws/admin**  Authenticating as pricipal kws/admin@EXAMPLE.COM with password.  Enter password: *<Type kws/admin password>*  kadmin: **ktadd kiprop/kdc1.example.com**  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: **quit** |

1. 在旧的主 KDC 上，将 krb5.conf 中列出的每个 KDC 的项添加到传播配置文件 kpropd.acl 中。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kpropd.acl**  host/kdc1.example.com@EXAMPLE.COM  host/kdc2.example.com@EXAMPLE.COM  host/kdc3.example.com@EXAMPLE.COM  host/kdc4.example.com@EXAMPLE.COM |

1. 在旧的主 KDC 上，启动 kpropd 和 krb5kdc。

启动 krb5kdc 守护进程时，如果将系统配置为从 KDC，则 kpropd 也将启动。

|  |
| --- |
| kdc1 # **svcadm enable network/security/krb5kdc** |

**管理 Kerberos 数据库**

Kerberos 数据库是 Kerberos 的主干，必须正确维护。本节介绍有关如何管理 Kerberos 数据库的一些过程，例如备份和恢复数据库、设置增量或并行传播以及管理存储文件。[如何配置主 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vbh/index.html) 中介绍了初始设置该数据库的步骤。

**备份和传播 Kerberos 数据库**

将 Kerberos 数据库从主 KDC 传播到从 KDC 是最重要的配置任务之一。如果传播频率不够高，则主 KDC 和从 KDC 将不能同步。因此，如果主 KDC 关闭，则从 KDC 将不能获取最新的数据库信息。此外，如果出于平衡负载目的将从 KDC 配置为主 KDC，则将该从 KDC 用作主 KDC 的客户机将不能获取最新的信息。所以，必须确保传播频率足够高，或者基于更改 Kerberos 数据库的频率配置服务器使其进行增量传播。增量传播优先于手动传播，因为手动传播数据库时需要更多的管理开销。此外，执行完全数据库传播时效率很低。

配置主 KDC 时，可以在 cron 作业中设置 kprop\_script 命令以自动将 Kerberos 数据库备份到 /var/krb5/slave\_datatrans 转储文件，并将该文件传播到从 KDC。不过，与其他文件一样，Kerberos 数据库可能会损坏。如果从 KDC 上的数据受损，您可能无法注意到，因为下一次数据库自动传播会安装一个新的副本。但是，如果主 KDC 上的数据受损，则下一次传播期间会将损坏的数据库传播到所有从 KDC。而且，损坏的备份会覆写主 KDC 上先前未损坏的备份文件。

由于在这种情况下不存在任何“安全”的备份副本，因此还应设置 cron 作业，以便定期将 slave\_datatrans 转储文件复制到另一位置，或者使用 kdb5\_util 的 dump 命令创建另一份单独的备份副本。这样，如果数据库受损，则可以使用 kdb5\_util 的 load 命令在主 KDC 上恢复最新备份。

另一条重要注意事项是：由于数据库转储文件包含主体密钥，因此需要阻止未经授权的用户访问该文件。缺省情况下，只有 root 身份才具有读写数据库转储文件的权限。要阻止未经授权的访问，请仅使用 kprop 命令传播数据库转储文件，该命令会对要传送的数据进行加密。此外，kprop 仅将数据传播到从 KDC，这可以最大程度地降低将数据库转储文件意外发送到未经授权的主机的几率。
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如果传播 Kerberos 数据库之后对其进行了更新，并且在下一次传播之前该数据库受损，则从 KDC 将不包含这些更新。这些更新将丢失。因此，如果要在计划的定期传播之前向 Kerberos 数据库中添加重要的更新，应手动传播该数据库，以避免数据丢失。

**kpropd.acl 文件**

KDC 上的 kpropd.acl 文件提供主机主体名称的列表（一个名称占一行），用于指定 KDC 可以通过传播从其接收更新数据库的系统。如果使用主 KDC 传播所有从 KDC，则每个从 KDC 上的 kpropd.acl 文件仅需包含主 KDC 的主机主体名称。

但是，本书中的 Kerberos 安装和后续配置步骤将指导您如何将相同的 kpropd.acl 文件添加到主 KDC 和从 KDC 中。此文件包含所有 KDC 主机主体名称。通过此配置，在传播 KDC 临时不可用时，可以从任何 KDC 进行传播。而且，通过在所有 KDC 上保留相同副本，可以更容易地维护配置。

**kprop\_script 命令**

kprop\_script 命令使用 kprop 命令将 Kerberos 数据库传播到其他 KDC。如果在从 KDC 上运行 kprop\_script 命令，则会将该从 KDC 的 Kerberos 数据库副本传播到其他 KDC。kprop\_script 的参数接受主机名列表，该列表以空格分隔，表示要传播的 KDC。

运行 kprop\_script 时，将在 /var/krb5/slave\_datatrans 文件中创建 Kerberos 数据库的备份，并将该文件复制到指定的 KDC。在完成传播之前，Kerberos 数据库处于锁定状态。
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1. 成为主 KDC 的超级用户。
2. 使用 kdb5\_util 命令的 dump 命令备份 Kerberos 数据库。

|  |
| --- |
| # **/usr/sbin/kdb5\_util dump** [**-verbose**] [**-d** *dbname*] [*filename* [*principals*...]] |

1. **-verbose**
2. 列显要备份的每个主体和策略的名称。
3. *dbname*
4. 定义要备份的数据库的名称。请注意，可以指定文件的绝对路径。 如果未指定 **-d** 选项，则缺省数据库名称为 /var/krb5/principal。
5. *filename*
6. 定义用于备份数据库的文件。可以指定文件的绝对路径。如果未指定文件，则数据库将转储到标准输出。
7. *principals*
8. 定义要备份的一个或多个主体的列表（以空格分隔）。必须使用全限定主体名称。如果未指定任何主体，则将备份整个数据库。

**示例 22–10 备份 Kerberos 数据库**

在以下示例中，Kerberos 数据库将备份到名为 dumpfile 的文件中。由于指定了 **-verbose** 选项，因此备份时会列显每个主体。

|  |
| --- |
| # **kdb5\_util dump -verbose dumpfile**  kadmin/kdc1.eng.example.com@ENG.EXAMPLE.COM  krbtgt/eng.example.com@ENG.EXAMPLE.COM  kadmin/history@ENG.EXAMPLE.COM  pak/admin@ENG.EXAMPLE.COM  pak@ENG.EXAMPLE.COM  changepw/kdc1.eng.example.com@ENG.EXAMPLE.COM |

在以下示例中，将备份 Kerberos 数据库中的 pak 和 pak/admin 主体。

|  |
| --- |
| # **kdb5\_util dump -verbose dumpfile pak/admin@ENG.EXAMPLE.COM pak@ENG.EXAMPLE.COM**  pak/admin@ENG.EXAMPLE.COM  pak@ENG.EXAMPLE.COM |
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1. 成为主 KDC 的超级用户。
2. 使用 kdb\_util 命令的 load 命令恢复 Kerberos 数据库。

|  |
| --- |
| # **/usr/sbin/kdb5\_util load** [**-verbose**] [**-d** *dbname*] [**-update**] [*filename*] |

1. **-verbose**
2. 列显要恢复的每个主体和策略的名称。
3. *dbname*
4. 定义要恢复的数据库的名称。请注意，可以指定文件的绝对路径。如果未指定 **-d** 选项，则缺省数据库名称为 /var/krb5/principal。
5. **-update**
6. 更新现有数据库。否则，会创建新数据库或覆写现有数据库。
7. *filename*
8. 定义用于恢复数据库的文件。可以指定文件的绝对路径。

**示例 22–11 恢复 Kerberos 数据库**

在以下示例中，将从 dumpfile 文件将名为 database1 的数据库恢复到当前目录。由于未指定 **-update** 选项，恢复操作将创建一个新数据库。

|  |
| --- |
| # **kdb5\_util load -d database1 dumpfile** |
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如果未在运行 Solaris 10 发行版的服务器上创建 KDC 数据库，则通过重新装入该数据库，可以利用改进的数据库格式。

**开始之前**

请确保数据库使用的是旧格式。请参见特定说明。

1. 在主 KDC 上，停止 KDC 守护进程。

|  |
| --- |
| kdc1 # **svcadm disable network/security/krb5kdc**  kdc1 # **svcadm disable network/security/kadmin** |

1. 转储 KDC 数据库。

|  |
| --- |
| kdc1 # **kdb5\_util dump /tmp/prdb.txt** |

1. 保存当前数据库文件的副本。

|  |
| --- |
| kdc1 # **cd /var/krb5**  kdc1 # **mkdir old**  kdc1 # **mv princ\* old/** |

1. 装入数据库。

|  |
| --- |
| kdc1 # **kdb5\_util load /tmp/prdb.txt** |

1. 启动 KDC 守护进程。

|  |
| --- |
| kdc1 # **svcadm enable network/security/krb5kdc**  kdc1 # **svcadm enable network/security/kadmin** |
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此过程中的步骤可用于重新配置现有的主 KDC，以使用增量传播。在此过程中，将使用以下配置参数：

* 领域名称 = EXAMPLE.COM
* DNS 域名 = example.com
* 主 KDC = kdc1.example.com
* 从 KDC = kdc2.example.com
* admin 主体 = kws/admin

1. 向 kdc.conf 中添加项。

需要启用增量传播，并选择主 KDC 将在日志中存储的更新数。有关更多信息，请参见 [kdc.conf(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufl/index.html) 手册页。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kdc.conf**  [kdcdefaults]  kdc\_ports = 88,750  [realms]  **EXAMPLE.COM**= {  profile = /etc/krb5/krb5.conf  database\_name = /var/krb5/principal  admin\_keytab = /etc/krb5/kadm5.keytab  acl\_file = /etc/krb5/kadm5.acl  kadmind\_port = 749  max\_life = 8h 0m 0s  max\_renewable\_life = 7d 0h 0m 0s  **sunw\_dbprop\_enable = true**  **sunw\_dbprop\_master\_ulogsize = 1000**  } |

1. 创建 kiprop 主体。

kiprop 主体用于验证主 KDC 服务器和授权来自主 KDC 的更新。

|  |
| --- |
| kdc1 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: **addprinc -randkey kiprop/kdc1.example.com**  Principal "kiprop/kdc1.example.com@EXAMPLE.COM" created.  kadmin: **addprinc -randkey kiprop/kdc2.example.com**  Principal "kiprop/kdc2.example.com@EXAMPLE.COM" created.  kadmin: |

1. 将 kiprop 主体添加到 kadmind 密钥表文件中

通过将 kiprop 主体添加到 kadm5.keytab 文件中，kadmind 命令可以在启动时对其自身进行验证。

|  |
| --- |
| kadmin: **ktadd -k /etc/krb5/kadm5.keytab kiprop/kdc1.example.com**  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  Entry for principal kiprop/kdc1.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/kadm5.keytab.  kadmin: **quit** |

1. （可选的）在主 KDC 上，将 kiprop 项添加到 kpropd.acl 中

通过此项，主 KDC 可以接收对 kdc2 服务器的增量传播请求。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kpropd.acl**  host/kdc1.example.com@EXAMPLE.COM  host/kdc2.example.com@EXAMPLE.COM  \*/admin@EXAMPLE.COM \*  **kiprop/kdc2.example.com@EXAMPLE.COM p** |

1. 注释掉 root crontab 文件中的 kprop 行。

此步骤禁止从 KDC 传播其 KDC 数据库副本。

|  |
| --- |
| kdc1 # **crontab -e**  #ident "@(#)root 1.20 01/11/06 SMI"  #  # The root crontab should be used to perform accounting data collection.  #  # The rtc command is run to adjust the real time clock if and when  # daylight savings time changes.  #  10 3 \* \* \* /usr/sbin/logadm  15 3 \* \* 0 /usr/lib/fs/nfs/nfsfind  1 2 \* \* \* [ -x /usr/sbin/rtc ] && /usr/sbin/rtc -c > /dev/null 2>&1  30 3 \* \* \* [ -x /usr/lib/gss/gsscred\_clean ] && /usr/lib/gss/gsscred\_clean  **#**10 3 \* \* \* /usr/lib/krb5kprop\_script kdc2.example.sun.com #SUNWkr5ma |

1. 重新启动 kadmind。

|  |
| --- |
| kdc1 # **svcadm restart network/security/kadmin** |

1. 重新配置所有使用增量传播的从 KDC 服务器。
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1. 向 krb5.conf 中添加项。

这些新项启用增量传播并将轮询时间设置为 2 分钟。

|  |
| --- |
| kdc2 # **cat /etc/krb5/kdc.conf**  [kdcdefaults]  kdc\_ports = 88,750  [realms]  EXAMPLE.COM= {  profile = /etc/krb5/krb5.conf  database\_name = /var/krb5/principal  admin\_keytab = /etc/krb5/kadm5.keytab  acl\_file = /etc/krb5/kadm5.acl  kadmind\_port = 749  max\_life = 8h 0m 0s  max\_renewable\_life = 7d 0h 0m 0s  **sunw\_dbprop\_enable = true**  **sunw\_dbprop\_slave\_poll = 2m**  } |

1. 将 kiprop 主体添加到 krb5.keytab 文件中。

|  |
| --- |
| kdc2 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: **ktadd kiprop/kdc2.example.com**  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal kiprop/kdc2.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: **quit** |

1. 禁用 kpropd。

|  |
| --- |
| kdc2 # **svcadm disable network/security/krb5\_prop** |

1. 重新启动 KDC 服务器。

|  |
| --- |
| kdc2 # **svcadm restart network/security/krb5kdc** |
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此过程说明如何重新配置运行 Solaris 10 发行版的从 KDC 服务器，以使用完全传播。通常，只有运行 Solaris 9 发行版或更早发行版的主 KDC 服务器才需要使用此过程。在这种情况下，主 KDC 服务器不支持增量传播，因此需要配置从 KDC 以允许进行传播。

在此过程中，将配置名为 kdc3 的从 KDC。此过程使用以下配置参数：

* 领域名称 = EXAMPLE.COM
* DNS 域名 = example.com
* 主 KDC = kdc1.example.com
* 从 KDC = kdc2.example.com 和 kdc3.example.com
* admin 主体 = kws/admin
* 联机帮助 URL = http://denver:8888/ab2/coll.384.1/SEAM/@AB2PageView/6956

**注 –**

调整该 URL 以指向“SEAM Administration Tool”部分，如[SEAM Administration Tool 中的联机帮助 URL](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vba/index.html)中所述。

**开始之前**

必须配置主 KDC。有关此从 KDC 是否可交换的特定说明，请参见[交换主 KDC 和从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcc/index.html)。

1. 在主 KDC 上，成为超级用户。
2. 在主 KDC 上，启动 kadmin。

必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。

|  |
| --- |
| kdc1 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 在主 KDC 上，将从主机主体添加到数据库中（如果尚未执行此操作）。

要使从 KDC 正常工作，该从 KDC 必须具有主机主体。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin: **addprinc -randkey host/kdc3.example.com**  Principal "host/kdc3@EXAMPLE.COM" created.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: quit |

1. 在主 KDC 上，编辑 Kerberos 配置文件 (krb5.conf)。

需要添加每个从 KDC 的项。有关此文件的完整说明，请参见 [krb5.conf(4)](https://docs.oracle.com/docs/cd/E19253-01/816-5174/6mbb98ufn/index.html) 手册页。

|  |
| --- |
| kdc1 # **cat /etc/krb5/krb5.conf**  .  .  [realms]  EXAMPLE.COM = {  kdc = kdc1.example.com  kdc = kdc2.example.com  **kdc = kdc3.example.com**  admin\_server = kdc1.example.com  } |

1. 在主 KDC 上，将主 KDC 和每个从 KDC 的项添加到 kpropd.acl 文件中。

有关此文件的完整说明，请参见 [kprop(1M)](https://docs.oracle.com/docs/cd/E19253-01/816-5166/6mbb1kq5j/index.html) 手册页。

|  |
| --- |
| kdc1 # **cat /etc/krb5/kpropd.acl**  host/kdc1.example.com@EXAMPLE.COM  host/kdc2.example.com@EXAMPLE.COM  **host/kdc3.example.com@EXAMPLE.COM** |

1. 在所有从 KDC 上，复制主 KDC 服务器的 KDC 管理文件。

由于主 KDC 服务器已更新每台 KDC 服务器所需的信息，因此需要在所有从 KDC 上执行此步骤。可以使用 ftp 或类似的传送机制从主 KDC 获取以下文件的副本：

* 1. /etc/krb5/krb5.conf
  2. /etc/krb5/kdc.conf
  3. /etc/krb5/kpropd.acl

1. 在所有从 KDC 上，请确保未填充 Kerberos 访问控制列表文件 kadm5.acl。

未修改的 kadm5.acl 文件如下所示：

|  |
| --- |
| kdc2 # **cat /etc/krb5/kadm5.acl**  \*/admin@\_\_\_default\_realm\_\_\_ \* |

如果此文件中包含 kiprop 项，请删除它们。

1. 在新的从 KDC 上，启动 kadmin 命令。

必须使用在配置主 KDC 时创建的一个 admin 主体名称登录。

|  |
| --- |
| kdc2 # **/usr/sbin/kadmin -p kws/admin**  Enter password: *<Type kws/admin password>*  kadmin: |

* 1. 使用 kadmin 将从 KDC 的 host 主体添加到从 KDC 的密钥表文件中。

此项可使 kprop 和其他基于 Kerberos 的应用程序正常工作。请注意，主体实例为主机名时，无论 /etc/resolv.conf 文件中的域名是大写还是小写，都必须以小写字母指定 FQDN。

|  |
| --- |
| kadmin: **ktadd host/kdc3.example.com**  Entry for principal host/kdc3.example.com with kvno 3, encryption type AES-128 CTS mode  with 96-bit SHA-1 HMAC added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc3.example.com with kvno 3, encryption type Triple DES cbc  mode with HMAC/sha1 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc3.example.com with kvno 3, encryption type ARCFOUR  with HMAC/md5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  Entry for principal host/kdc3.example.com with kvno 3, encryption type DES cbc mode  with RSA-MD5 added to keytab WRFILE:/etc/krb5/krb5.keytab.  kadmin: |

* 1. 退出 kadmin。

|  |
| --- |
| kadmin: quit |

1. 在主 KDC 上，将从 KDC 名称添加到 cron 作业中，该作业通过运行 crontab **-e** 自动运行备份。

在 kprop\_script 行的结尾添加每个从 KDC 服务器的名称。

|  |
| --- |
| 10 3 \* \* \* /usr/lib/krb5/kprop\_script kdc2.example.com **kdc3.example.com** |

您可能还希望更改备份的时间。此项将在每天上午的 3:10 启动备份过程。

1. 在新的从 KDC 上，启动 Kerberos 传播守护进程。

|  |
| --- |
| kdc3 # **svcadm enable network/security/krb5\_prop** |

1. 在主 KDC 上，使用 kprop\_script 备份并传播数据库。

如果已存在数据库的备份副本，则无需完成其他备份。有关进一步的说明，请参见[如何手动将 Kerberos 数据库传播到从 KDC](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcq/index.html)。

|  |
| --- |
| kdc1 # **/usr/lib/krb5/kprop\_script kdc3.example.com**  Database propagation to kdc3.example.com: SUCCEEDED |

1. 在新的从 KDC 上，使用 kdb5\_util 创建一个存储文件。

|  |
| --- |
| kdc3 # **/usr/sbin/kdb5\_util stash**  kdb5\_util: Cannot find/read stored master key while reading master key  kdb5\_util: Warning: proceeding without master key  Enter KDC database master key: *<Type the key>* |

1. （可选的）在新的从 KDC 上，使用 NTP 或其他时钟同步机制同步主 KDC 时钟。

安装和使用网络时间协议 (Network Time Protocol, NTP) 并非必需。但是，要成功验证，每个时钟必须处于 krb5.conf 文件的 libdefaults 部分中定义的缺省时间内。有关 NTP 的信息，请参见[同步 KDC 和 Kerberos 客户机的时钟](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcb/index.html)。

1. 在新的从 KDC 上，启动 KDC 守护进程 (krb5kdc)。

|  |
| --- |
| kdc3 # **svcadm enable network/security/krb5kdc** |

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)如何验证 KDC 服务器是否已同步**

如果配置了增量传播，则此过程可确保已更新从 KDC 上的信息。

1. 在 KDC 主服务器上，运行 kproplog 命令。

|  |
| --- |
| kdc1 # **/usr/sbin/kproplog -h** |

1. 在从 KDC 服务器上，运行 kproplog 命令。

|  |
| --- |
| kdc2 # **/usr/sbin/kproplog -h** |

1. 检查最后一个序列号和最后一个时间标记的值是否匹配。

**示例 22–12 验证 KDC 服务器是否已同步**

以下是在主 KDC 服务器上运行 kproplog 命令的结果样例。

|  |
| --- |
| kdc1 # **/usr/sbin/kproplog -h**  Kerberos update log (/var/krb5/principal.ulog)  Update log dump:  Log version #: 1  Log state: Stable  Entry block size: 2048  Number of entries: 2500  First serial #: 137966  Last serial #: 140465  First time stamp: Fri Nov 28 00:59:27 2004  Last time stamp: Fri Nov 28 01:06:13 2004 |

以下是在从 KDC 服务器上运行 kproplog 命令的结果样例。

|  |
| --- |
| kdc2 # **/usr/sbin/kproplog -h**  Kerberos update log (/var/krb5/principal.ulog)  Update log dump:  Log version #: 1  Log state: Stable  Entry block size: 2048  Number of entries: 0  First serial #: None  Last serial #: 140465  First time stamp: None  Last time stamp: Fri Nov 28 01:06:13 2004 |

请注意，最后一个序列号和最后一个时间标记的值相同，这表示从 KDC 服务器与主 KDC 服务器同步。

请注意，在从 KDC 服务器的输出中，从 KDC 服务器的更新日志中不存在任何更新项。这是因为与主 KDC 服务器不同，从 KDC 服务器不保留更新。此外，由于第一个序列号或第一个时间标记不是相关信息，因此从 KDC 服务器也不包括这些信息。
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此过程说明如何使用 kprop 命令传播 Kerberos 数据库。如果需要在定期的 cron 作业之外将从 KDC 与主 KDC 同步，可使用此过程。与 kprop\_script 不同，可以使用 kprop 仅传播当前数据库备份，而无需先创建 Kerberos 数据库的新备份。

**注 –**

如果使用的是增量传播，则不要使用此过程。

1. 成为主 KDC 的超级用户。
2. （可选的）使用 kdb5\_util 命令备份数据库。

|  |
| --- |
| # **/usr/sbin/kdb5\_util dump /var/krb5/slave\_datatrans** |

1. 使用 kprop 命令将数据库传播到从 KDC。

|  |
| --- |
| # **/usr/lib/krb5/kprop -f /var/krb5/slave\_datatrans *slave-KDC*** |

**示例 22–13 使用 kprop\_script 手动将 Kerberos 数据库传播到从 KDC**

如果要备份数据库，并在定期的 cron 作业之外将数据库传播到从 KDC，则还可以按如下所示使用 kprop\_script 命令：

|  |
| --- |
| # **/usr/lib/krb5/kprop\_script *slave-KDC*** |

**设置并行传播**

在大多数情况下，会以独占的方式使用主 KDC 将其 Kerberos 数据库传播到从 KDC。但是，如果站点上有很多从 KDC，则可以考虑共享装入传播进程，即所谓的**并行传播**。

**注 –**

如果使用的是增量传播，则不要使用此过程。

通过并行传播，特定的从 KDC 可以与主 KDC 共享传播功能。通过共享此功能，可以更快地完成传播并减轻主 KDC 的工作。

例如，假设站点上有一个主 KDC 和六个从 KDC（如[图 22–2](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcr/index.html#setup-fig-316) 中所示），其中，slave-1 到 slave-3 组成一个逻辑组，slave-4 到 slave-6 组成另一个逻辑组。要设置并行传播，可以使主 KDC 将数据库传播到 slave-1 和 slave-4。而这些从 KDC 又可将数据库传播到其组中的从 KDC。

**图 22–2 并行传播配置示例**

![该图显示了带有两个传播从 KDC 的主 KDC。每个传播从 KDC 将主 KDC 数据库传播到其从 KDC。](data:image/gif;base64,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)

**设置并行传播的配置步骤**

以下不是详细的逐步过程，而是用于启用并行传播的配置步骤的高级列表。这些步骤包括：

1. 在主 KDC 上，更改其 cron 作业的 kprop\_script 项，以仅包括将执行后续传播的从 KDC（**传播从 KDC**）的参数。
2. 在每个传播从 KDC 上，将 kprop\_script 项添加到其 cron 作业中，其中必须包括要传播的从 KDC 的参数。要成功地以并行方式进行传播，应设置 cron 作业，使其在将新 Kerberos 数据库传播到从 KDC 本身之后再运行。

**注 –**

对传播从 KDC 进行传播所需的时间取决于多种因素，例如网络带宽和 Kerberos 数据库的大小。

1. 在每个从 KDC 上，设置相应的传播权限。通过将从 KDC 传播的 KDC 的主机主体名称添加到其 kpropd.acl 文件中，可完成此步骤。

**示例 22–14 设置并行传播**

以[图 22–2](https://docs.oracle.com/cd/E19253-01/819-7061/6n91j2vcr/index.html#setup-fig-316) 为例，主 KDC 的 kprop\_script 项与以下示例类似：

|  |
| --- |
| 0 3 \* \* \* /usr/lib/krb5/kprop\_script slave-1.example.com slave-4.example.com |

slave-1 的 kprop\_script 项与以下示例类似：

|  |
| --- |
| 0 4 \* \* \* /usr/lib/krb5/kprop\_script slave-2.example.com slave-3.example.com |

请注意，从 KDC 上的传播在主 KDC 将数据库传播到它一小时后开始。

传播从 KDC 上的 kpropd.acl 文件将包含以下项：

|  |
| --- |
| host/master.example.com@EXAMPLE.COM |

要由 slave-1 传播的从 KDC 上的 kpropd.acl 文件将包含以下项：

|  |
| --- |
| host/slave-1.example.com@EXAMPLE.COM |

**管理存储文件**

**存储文件**包含 Kerberos 数据库的主密钥，该密钥在创建 Kerberos 数据库时自动创建。如果存储文件损坏，则可以使用 kdb5\_util 实用程序的 stash 命令替换损坏的文件。仅在使用 kdb5\_util 的 destroy 命令删除 Kerberos 数据库之后，才应删除存储文件。由于存储文件不会随数据库一起自动删除，所以必须删除存储文件以完成清除。

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)如何删除存储文件**

1. 成为包含存储文件的 KDC 的超级用户。
2. 删除存储文件。

|  |
| --- |
| # **rm *stash-file*** |

1. 其中，*stash-file* 是存储文件的路径。缺省情况下，存储文件位于 /var/krb5/.k5. *realm* 中。
2. **注 –**
3. 如果需要重新创建存储文件，则可以使用 kdb5\_util 命令的 **-f** 选项。

**增强 Kerberos 服务器的安全性**

执行以下步骤以增强 Kerberos 应用程序服务器和 KDC 服务器的安全性。

**![Procedure](data:image/gif;base64,R0lGODlhDgAMAOb/AMDAwL+/v4CAgEBAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAOAAwAAAc6gAMEg4SFgwMBhooEAQACi4QDAJOQg5OTiYsCl5OChpKcAJmFjaEAnoeml6Sqk48Em62dBLKXAbGcgQA7)如何仅启用基于 Kerberos 的应用程序**

此过程限制对正在运行 telnet、ftp、rcp、rsh 和 rlogin 的服务器的网络访问，以便仅执行经过 Kerberos 验证的事务。

1. 更改 telnet 服务的 exec 属性。

将 **-a user** 选项添加到 telnet 的 exec 属性，以将访问权限限制为可以提供有效验证信息的那些用户。

|  |
| --- |
| # inetadm -m svc:/network/telnet:default exec="/usr/sbin/in.telnetd -a user" |

1. （可选的）如果尚未配置，则更改 telnet 服务的 exec 属性。

将 **-a** 选项添加到 ftp 的 exec 属性，以仅允许经过 Kerberos 验证的连接。

|  |
| --- |
| # inetadm -m svc:/network/ftp:default exec="/usr/sbin/in.ftpd -a" |

1. 禁用其他服务。

应禁用 in.rshd 和 in.rlogind 守护进程。

|  |
| --- |
| # **svcadm disable network/shell**  # **svcadm disable network/login:rlogin** |
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主 KDC 服务器和从 KDC 服务器都包含存储在本地的 KDC 数据库副本。限制对这些服务器的访问（以便保证数据库安全）对于 Kerberos 安装的整体安全非常重要。

1. 根据需要，禁用远程服务。

要提供安全的 KDC 服务器，应禁用所有不必要的网络服务。根据配置不同，可能已禁用其中某些服务。使用 svcs 命令检查服务状态。在大多数情况下，只需运行 time 和 krdb5\_kprop 服务。此外，使用回送 TLI（ticlts、ticotsord 和 ticots）的任何服务可以保持启用状态。

|  |
| --- |
| # **svcadm disable network/comsat**  # **svcadm disable network/dtspc/tcp**  # **svcadm disable network/finger**  # **svcadm disable network/login:rlogin**  # **svcadm disable network/rexec**  # **svcadm disable network/shell**  # **svcadm disable network/talk**  # **svcadm disable network/tname**  # **svcadm disable network/uucp**  # **svcadm disable network/rpc\_100068\_2-5/rpc\_udp** |

1. 限制对支持 KDC 的硬件的访问。

要限制物理访问，请确保 KDC 服务器及其监视器位于安全的设备中。用户应不能以任何方式访问此服务器。

1. 在本地磁盘或从 KDC 上存储 KDC 数据库备份。

仅在可以安全存储磁带时创建 KDC 的磁带备份。该做法同样适用于创建密钥表文件的副本。最好在未与其他系统共享的本地文件系统上存储这些文件。存储文件系统可以位于主 KDC 服务器或任何从 KDC 上。

* [*Previous*: 第 21 章 规划 Kerberos 服务](https://docs.oracle.com/cd/E19253-01/819-7061/seamplan-1/index.html)
* [*Next*: 第 23 章 Kerberos 错误消息和疑难解答](https://docs.oracle.com/cd/E19253-01/819-7061/trouble-1/index.html)
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